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Abstract: Successful SME companies see indisputable adwestisgimplementing and image processing of vision
systemsThe proposed technical solution described in thisle points to the need for deploying the advaifcections

of vision systems to achieve the relevant compuypioger in the form of CCD camerdtis expected to be used in a
real-life automated consisting of, among otheistaadard industrial robot. Here the starting pofrthe manufacturing
process is the automatic selection and detecti@rtofrarily oriented object$n addition to the above, the article aims
to point out the current progress in this areadrag attention to comparative methods within adedrzamera systems.
The resulting topics will gradually introduce usthe field of advanced image processing, whereuigeof functions
such as object reconstruction or property estimai@assumed.

1 Introduction

Vision systems are, in general, systems that use a Apart from the above-mentioned properties, it i th
camera and various image analysing software taeixtr 2im of our experiments to apply comparative methiods
useful information from an image. These systems af@®mbination with vision systems. [6]. Future restawill
flexible, highly adaptive, and can be used foraabirange be focused on processing of an object and detetimimaf
of tasks like tracking moving objects [1], vibratjo its properties via sensing from d|ffergnt angled aites.
displacement and strain analysis [2], object pmsitind AS & next step, the captured information can begused
orientation detection in manufacturing [3], etc. by dedicated software.

Advantages that come from the implementation of o
vision systems in automated workplaces togethdrtvgir 2 ~Communication
impact cannot be disputed. This article is aimed at Data transfer between the robotic arm and the wisio
obtaining some chosen object characteristic, mélirdy8D  system is realized via RS232C communication charnel
coordinate information, using a vision system. Théoth way communication with the use of serial ctegnn
proposed solution (based on RS232C communicatiaturing the process is assumed. [7]. The configumati
interface) can be considered as a relevant stgobing to  process is followed by a cold start-up of the calrgystem
picture capturing, advanced sensing and object datéthe robotic arm.
processing followed by data processing with the leéla Serial interface must be configured in respecth® t
powerful pc workstation [4]. operating system in a way suitable for transmissith

the use of CREAD / CWRITE command, see Table 1, 2,

Verified technical solution — an experimental stanénd 3. Serial communication can be usually conéidur
equipped with CCD cameras designed for eadhrough CREAD / CWRITE according to the followed
implementation into a real manufacturing workplte# is ~ figure, see figure 1.
containing a SCARA robotic arm. Its potential puspads

the automated selection and recognition of objHtés Control system

arrive frpm oriented wbrafcory trays. Beside thigljable of Fobotic arti Vision system
automation of manufacturing processes can be rdamhe I I

interconnection with an advanced control level (ERP|GRrEAD

MAS etc...) [5]. Besides the experimental data iolet by - — COM o COM

using this stand, students, teachers and potenti CREE | a I CONTROLLER
cooperating companies can acquire higher levelskidif Sl
and experience in the field of vision systems. TAP Figure 1 Setup of vision system

communication protocol will be implemented during
future research.
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Table 1. Configuration of serial interface
1. [COM3]
_ ;110, 150, 300, 600, 1200,
2. 56AO%D - 2400, 4800, 9600, 19200,
38400, 5760
3 (::IgAR_LEN 78
4 SEOP_BIT 1.2
_, ;EVEN = 2, ODD = 1,
5. PARITY =2 NONE = (
_ ;3964R = 1, SRVT = 2,
6. PROC=1 WTC = 3, XON/XOFF =.
Table 2. Configuration of transmit protocol 3964R
that is used for the data transfer
1. [3964R]
CHAR_TIMEOUT = :MS€¢ max.
2. - interval  between
500
two symbol:
;msec, max.
QUITT TIMEOUT waiting time at
3. = control system of
=500 )
robotic arm - to
symbol DLE
4 TRANS_TIMEOUT ‘msec
" =50C ' '
5 MAX_TX_BUFFER ;1..5, max. value of
T =2 cache outpt
MAX_RX_BUFFER ;1..20, max. value
6. _ .
=1C of cache inpt
SIZE_RX_BUFFER dimension ~of
7. _ receiving memory
=1..2048 . )
input (in bytes
8 PROTOCOL_PRIOR ; HIGH =1, LOW

=1

= 0, priority

Table 3. An example of successful communication
between both systems (vision system and control
system of robotic arm)

1.  DEFDAT SENC

2. ,DECLARATION

3. INT HANDLE

4. DECL STATE TSW T, SC_
5. DECL MODUS T, MW 1
6. ENDDAT

7. DEF SEND (

8.  INITIALIZATION

9. MW _T=#SYNC

10. ;INSTRUCTION

11. OPEN_P(

12, WRITE()

13. CLOSE_P(

14. END
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3 Experimental testing - Setup

Main aim of the experiment on the vision system
OMRON F150-3 is to experimentally verify its deedr
properties, in-build functions and fields of usspecially
the task of determining chosen object characteristi
Through this system it is possible to determinelzserved
object position in a working envelope, followed the
determination of coordinates of the centre of dyaf®, v,

z), as one of the goals, in this paper [8]. Tharmbsystem
of the robotic arm uses this information to deternihe
next motion of the arm.

The core of the introduced solution is the task of
estimating the position of the centre of gravityaofobject
in 3D space. By using step sequencing together tliéh
help of two CCD camera systems precise methodabgic
verification of measurements were reached. As key
parameters of the vision systems (OMRON F150-3) are
considered resolution (512x484), field of view @ur case
= 0 because were not used additional source df) lagid
focus (35mm).

Through the use of auxiliary light sources in this
technical solution it is possible to sense an dbyjeth
minimum rectangular envelope cross section of 5680
from a distance up to 76mm. Experimental setuphef t
measuring stand requires the implementation of dexnp
control, input - output and communication peripkgra
mainly: control system for postprocessing, CCD came
systems with 35mmm lens, console, monitor and
corresponding cables. The CCD cameras are diratlg
to an aluminium frame of modular construction, see
figure 2.

CAMERA 2

Figure 2 Realized technical solution — measurement
experimental stand with CCD cameras

The outlined technical solution utilizes two CCD
cameras mounted as seen in Figure 2 in order &bleeto
capture all object data coordinates [9]. This weg try to
avoid camera placement, which would not yield etoug
z" coordinate axis data (shape, depth, high ofséwsing
object).

With respect to this requirement, the CCD cameras
have been mounted in a coplanar fashion with tlie Gfx
the lenses perpendicular to one another and pgintin
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towards the same point. The vertical CCD camertesys
is determining the object parameters in ,x* and gxis.
Coordinate ,z“, as the third supplementary axid) e
evaluated with the help of the horizontal camesiesy.
3.1 Necessary steps for acquiring the

coordinates of the scanned object
The purpose of the following steps is to describé a
present all necessary activities and functions egddr
successful measurement. Firstly,
systems need to undergo initial calibration, atefscribed
in figure 3. This step contains several sub-adtisijtfor
example vision system start-up followed by CCD came
system registration and specification of additiolght
sources [10].

After these sub-activities it is necessary to getind
specify a processing mode type that is requirethi®next
processing. Depending on the current lighting ciom
the exposition time of the CCD camera needs to
adjusted.

Figure 3 Initial calibration of CCD cameras

With the help of an accurate digital measureme
instrument, the coordinates for the first calibyatpoint

were determined as [x = 25mm, y = 10mm, z=15mm] and

for the second calibration point as [x = 30mm, ymb%

z=15mm]. Two calibration points are sufficient for

calibration because the magnification scale in axeand
.y is the same. An additional step of CCD camefstem
setup is object presence detection (if it is in wwking
envelope for both CCD cameras), see figure 4.

Density averaging function (that is included in th
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Figure 4 Detection of scanned object presence

The result of the verification process of the sdnse
object, in regard to the relevant lighting condispis the
evaluation of the overall pixel density. The averdgnsity
value of measured area was 74.451. In order the
eeasurement to be correct it is necessary to detirco
black/white colour threshold bounding conditions.

The next step is the identification of coordinakesa
X and y* for the sensing object by using the gtg and
area function. Following this the area of the sdrsgect
is calculated as is viewed from the top. Sensedobhg
represented by white pixels and the remainingiarelack,
see figure 5.

nt

Figure 5 Determination of “x” and “y" coordinates

Next step consists of determining the parametedstti
ghe ,z" axis like the shape, depth and high of $kased

vision system) was used on the measurement arebject, see figure 6. A sub-activity of this stemsists of
Basically, this function compares the two picturepost-processing applied to the captured pictum frision

brightness and evaluates them based on their gadg s
[11].

Following this, an overall brightness average
determined with the measurement (firstly for thepgm
area, second for the area with sensed object).

system in a way that the edge position function was
successfully applied to the sensed object. Thistfon is
igharacterized by the ability to detect the edgeghef
sensing object, provided there is sufficient casitra
between the object and the environment. By applifirg
process, we can evaluate (in the appropriate @réct
edges of the sensed object with respect to the
simultaneously used functions “light to dark” (g the
sensed object is dark and the background is bragtiark

to light” (if is the sensed object is bright andkground is
dark).
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Figure 6 Determination of “z” coordinate

The last step consists of the determination of
coordinates of the centre of gravity of the sensgéct,
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